
Towards Trustworthy Autonomy : How AI can
help address fundamental learning and adapta-
tion challenges

Gokhan Inalhan1

1 School of Aerospace, Transport and Manufacturing, Cranfield University,
Cranfield, United Kingdom

As autonomy becomes increasingly ubiquitous in complementing and supple-
menting humans and human-operated defense systems, our dependence on them
is correspondingly growing. Soon autonomous systems will provide a spectrum
of safety-critical, service-critical, and cost-critical functionalities within the de-
fense context. As such, the major paradigm shift that we currently face is
the transition from design-time automated or sand-boxed autonomy; to Artifi-
cial Intelligence (AI) enabled self-aware and learning autonomous systems. In
that respect, AI enabled autonomy provides a key capability towards operat-
ing in complex and unpredictable environments, while: (a) accomplishing goals
with through-life resilience against anomalies, failures, and adversaries, and (b)
learning and evolving through diverse experiences. In this presentation, we
will present the key challenges and recent advances in developing trustworthy
learning-enabled (i.e. AI-driven) autonomous systems within defense setting
touching essential focus areas such as security, resilience, verification, validation
and certification. As such, we will showcase AI technologies towards addressing
two fundamental challenges stemming from the real-world defense context. First
challenge is AI aided tactics development for autonomous aerial combat using
Reinforcement Learning (RL). Specifically, we present the development process
of combat optimizers for various Air operational scenarios, and show the discov-
ery of credible novel air combat tactics beyond those in use today. The approach
as presented delivers a credible methodology and analysis framework, a sup-
portable, extensible and verifiable synthetics-based evaluation system within
which to develop, test and evaluate various ML-based approaches, and a se-
ries of representative test scenarios based on air combat tactical information.
Second challenge is development of an autonomous AI-driven multi-asset mis-
sion planning and routing agent that consider the interactions between multiple
parameters to generate optimal results in near real-time at contested environ-
ments. Our method relies on a multi-layer approach which allows us to do mis-
sion planning at reinforcement learning based war-gaming context while driving
fleet composition and target/task assignment through an enhanced variant of
CBBA algorithm. The developed system allows us to consider both pre-mission
and live mission contexts, and allow us to identify and demonstrate approaches
which offer the best outcome in terms of delivering increased operational ad-
vantage, generating enhanced survivability and mission effectiveness. Both of
the aforementioned challenges, and the respective solutions to these challenges
demonstrate what AI could bring to real-world autonomy challenges in defense
context. At the end of the presentation, we briefly touch on the new research
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aimed at addressing the critical problems of AI explainability, dynamic verifia-
bility and validation, and embedded computational feasibility (from hardware
SWAP-C perspective) before deployment and broader adoption of such ASs in
safety-critical applications.
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